
CSE211: Compiler Design
Homework 4: Domain Specific Languages

Assigned: Nov. 17, 2021
Due: Dec. 3, 2021

Preliminaries
This assignment is more free-form than the previous assignments. Please read the instructions
carefully. Be creative and have fun!

1 Exploring a DSL
In this assignment, you will pick one (out of three) DSLs to explore. Your exploration will consist
of the following:

• Reading the original DSL academic paper

• Obtaining the code for the DSL

• Running experiments with the code

• Recording your experiences and results in a report

My understanding is that all of these are well-supported and maintained, at least for Linux. I
am not sure about other systems. Because of this, you may want to develop on the docker image.
Be careful about saving your work to a persistent storage volume.

2 The DSL options
2.1 Halide
Halide is one of the most influential modern DSLs. Originally written for image processing, it’s
ideas on abstracting computation from optimization have been used widely.

• The paper for Halide is here: https://people.csail.mit.edu/jrk/halide-pldi13.pdf

• The code for Halide is here: https://github.com/halide/Halide

• A tutorial for Halide is here:
https://halide-lang.org/tutorials/tutorial_introduction.html

If you choose Halide, please work your way at least through tutorial number 8.
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2.2 GraphIt
GraphIt is a more recent DSL for optimizing graph computations, similar to the flow analysis that
we studied in module 2. It allows the user to specify a vertex-centric program and the backend
implements optimizations such as load balancing and graph traversal direction.

• The paper for GraphIt is here: https://dl.acm.org/doi/pdf/10.1145/3276491

• The code for GraphIt is here: https://github.com/GraphIt-DSL/graphit

• A tutorial for GraphIt is here: https://graphit-lang.org/getting-started

The entire tutorial should be possible for GraphIt

2.3 TVM
TVM is a machine-learning DSL. It operates at a lower-level than the usual suspects in this domain
(TensorFlow and PyTorch), however, its backend is able to fuse DNN operators and specialize to
different input shapes more generally than the TensorFlow and Pytorch tools.

• The paper for TVM is here: https://arxiv.org/pdf/1802.04799.pdf

• The code for TVM is here: https://github.com/apache/tvm

• A tutorial for TVM is here:
https://tvm.apache.org/docs/tutorial/autotvm_matmul_x86.html
and
https://tvm.apache.org/docs/tutorial/auto_scheduler_matmul_x86.html

If you choose TVM, you should work your way through both tutorials.

3 Report
Your report will be 5 pages double spaced.

The first page should be a summary of the DSL, including it’s domain, shortcomings of existing
languages in the domain, and its key ideas for optimizations and expressiveness.

The next two pages (roughly) should be an experience report (along with your opinion) of the
DSL in terms of its qualitative features. For example: do you think the language is given at the
right level of abstraction? What are some of the trade-offs that the language made in terms of
specialization vs. general computation? Was it easy to install and run the tutorial programs?
What does it do well? How do you think it could improve? Are programs easier to reason about?
Are common bugs avoided by the language constraints?

The final two pages (roughly) should be your experiences running some programs on the DSL.
Try to run enough programs so that you can showcase as many of the optimizations as possible.
Then on your programs and the performance impacts of the optimizations. You can (and should)
include other experiments here. For example: Try running the autotuner for the optimizations (if
available) and comment on the parameters it finds. Try running the programs with different input
types and shapes. For example, if the DSL takes a 2D data structure, try it with tall/skinny data,
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and with short/wide data and comment on if different parameters work better or worse for different
input types. For GraphIt, if it is available you should try on different graphs, e.g. road networks
and social networks.

While it isn’t required, you could compare the performance of some of the optimized DSL codes
to other implementations. For example, TVM and Halide programs can be written in Numpy
(python). Are TVM and Halide programs faster or slower than similar Numpy programs? This
will be harder for GraphIt, but it might be possible to compare against Professor Beamer’s GAPS
graph benchmarks: https://github.com/sbeamer/gapbs.

It may be interesting for those of you with different systems (e.g. M1 and x86) compared results
to see if different optimizations were more or less effective across the different systems.

If the DSL has a GPU backend, and if it can target your GPU, you may want to try that as
well.

Be creative and have fun!

3.1 data and images
For your report: please try to use all original images and data. If you use data or images from
anywhere else, please cite it.

If you want to form groups and combine data (e.g. from different systems), that is fine, as long
as this is detailed in the report. The conditions on this is that there must be data from everyone
who collaborated, and everyone must turn in an original report; there should be very little (if any)
overlap in the text. I imagine that this will not be an issue if you only share results and do the
writing independently.

Please make your images only as large as they need to be. Your report should not have more
than 1.5 total pages of images.
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